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Pancreatic cancer (PC) has the lowest 5-year survival rate 
among cancers and is projected to become the second 

leading cause of cancer death in the United States by 2030 
(1). Because the prognosis worsens precipitously once the 
tumor grows larger than 2 cm, early detection represents 
the most effective strategy to improve the dismal prog-
nosis of PC (2). CT is the major imaging modality used 
to help detect PC, but its sensitivity for small tumors is 
modest, with approximately 40% of tumors smaller than 2 
cm being missed (3). Furthermore, the diagnostic perfor-
mance of CT is interpreter dependent and may be influ-
enced by disparities in radiologist availability and expertise. 
Therefore, an effective tool to supplement radiologists in 
improving the sensitivity for PC detection is needed and 
constitutes a major unmet medical need.

Recent advances in deep learning (DL) have shown 
great promise in medical image analysis (4). In our pre-
vious single-center proof-of-concept study, we showed 
that a convolutional neural network (CNN) could ac-
curately distinguish PC from noncancerous pancreas (5). 
However, in that study, segmentation of the pancreas (ie, 
identification of the pancreas) for analysis by the CNN 
was manually performed by radiologists. Segmentation 
of the pancreas is most challenging (6) because the pan-
creas borders multiple organs and structures and varies 
widely in shape and size, especially in patients with PC. 
However, a clinically applicable computer-aided detection 
(CAD) tool should enable segmentation and classification  
(ie, predicting presence or absence of PC), with minimal 
human annotation or labor.

Background: Approximately 40% of pancreatic tumors smaller than 2 cm are missed at abdominal CT.

Purpose: To develop and to validate a deep learning (DL)–based tool able to detect pancreatic cancer at CT.

Materials and Methods: Retrospectively collected contrast-enhanced CT studies in patients diagnosed with pancreatic cancer between 
January 2006 and July 2018 were compared with CT studies of individuals with a normal pancreas (control group) obtained between 
January 2004 and December 2019. An end-to-end tool comprising a segmentation convolutional neural network (CNN) and a  
classifier ensembling five CNNs was developed and validated in the internal test set and a nationwide real-world validation set. The 
sensitivities of the computer-aided detection (CAD) tool and radiologist interpretation were compared using the McNemar test.

Results: A total of 546 patients with pancreatic cancer (mean age, 65 years ± 12 [SD], 297 men) and 733 control subjects were ran-
domly divided into training, validation, and test sets. In the internal test set, the DL tool achieved 89.9% (98 of 109; 95%  
CI: 82.7, 94.9) sensitivity and 95.9% (141 of 147; 95% CI: 91.3, 98.5) specificity (area under the receiver operating characteristic 
curve [AUC], 0.96; 95% CI: 0.94, 0.99), without a significant difference (P = .11) in sensitivity compared with the original  
radiologist report (96.1% [98 of 102]; 95% CI: 90.3, 98.9). In a test set of 1473 real-world CT studies (669 malignant, 804  
control) from institutions throughout Taiwan, the DL tool distinguished between CT malignant and control studies with 89.7% 
(600 of 669; 95% CI: 87.1, 91.9) sensitivity and 92.8% specificity (746 of 804; 95% CI: 90.8, 94.5) (AUC, 0.95; 95% CI: 0.94, 
0.96), with 74.7% (68 of 91; 95% CI: 64.5, 83.3) sensitivity for malignancies smaller than 2 cm.

Conclusion: The deep learning–based tool enabled accurate detection of pancreatic cancer on CT scans, with reasonable sensitivity 
for tumors smaller than 2 cm.
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CT studies in 1465 individuals with a normal pancreas 
obtained between January 2004 and December 2019 were ex-
tracted from the imaging archive; these individuals comprised 
the control group. The control studies were selected from liver 
or renal donors and randomly selected individuals with a nor-
mal or unremarkable pancreas (details in Appendix E1 [online]). 
The patients with PC were randomly divided (8:2 ratio) into the 
training and validation set and the local test set, respectively. The 
control group was randomly divided into two portions, one for 
constructing the training and validation set and the local test set 
and the other as part of the nationwide test set. Section thickness 
and image size were 0.7–1.5 mm and 512 × 512 pixels, respec-
tively. CT scans were obtained in the portal venous phase, 70–80 
seconds after intravenous administration of contrast medium.

National Health Insurance Data Set
The National Health Insurance (NHI) test set was provided  
by the Applications of Artificial Intelligence in Medical Images 
Database of NHI of Taiwan. The NHI is a single-payer com-
prehensive compulsory health insurance system covering in- and 
outpatient care for 99.8% of the Taiwanese population. Among 
the 23 164 health care facilities throughout Taiwan, 21 463 
(93%) have a contract with the NHI (7). All patients with newly 
confirmed PC between January 2018 and July 2019 through-
out Taiwan were identified by searching the registry of the NHI  
Major Illness/Injury Certificate (details in Appendix E1 [online]). 
For selection of control subjects with a normal pancreas, we 
identified all kidney donors and liver donors during the same 
period and extracted the CT studies performed for predonation 
evaluation from the NHI database. Demographic information 
and the imaging protocol used were unavailable. The CT studies 
of control subjects were reviewed, and the absence of radiologic 
abnormalities in the pancreas was confirmed by a radiologist 
(P.T.C.). In total, CT studies of 669 patients with PC and 72 
control subjects were extracted from the NHI image database 
and were further combined with CT studies of 732 control  
subjects from the tertiary referral center imaging archive to  
construct the nationwide test data set.

Training of Segmentation and Classification Models
We had previously trained a segmentation CNN (8–10) using 
local data with radiologist-labeled pancreas and tumor and three 
US data sets with pancreatic parenchyma and masses labeled 
(11–13). The tumor and pancreas segmented by the segmenta-
tion CNN were combined into a volume of interest to be ana-
lyzed by the classification CNNs; therefore, the performance of 
the classification CNNs would not be negatively affected if the 
tumor was segmented as pancreas. To provide more robust per-
formance and quantitative information on the confidence of the 
classification, five independently operating classification CNNs 
were trained using the same model structure but different subsets 
of the training and validation set from the tertiary referral center 
(437 patients with PC, 586 control subjects). CT was consid-
ered to show PC if the number of positive-predicting CNNs 
was equal to or greater than the smallest number yielding a posi-
tive likelihood ratio (LR) greater than one in the validation set  
(details in Appendix E1 [online]).

To fulfill this unmet clinical need, in the current study, we 
developed a CAD tool including a segmentation CNN to iden-
tify the pancreas on CT images and an ensemble classifier com-
prising five classification CNNs to predict whether the pancreas 
harbored PC. To ascertain its generalizability, we tested the CAD 
tool with the test set retrospectively derived from prospectively 
collected CT studies from real clinical practice throughout  
Taiwan. Thus, our aim was to develop and validate a DL-based 
tool with which to detect pancreatic cancer at CT.

Materials and Methods
This study was approved by the research ethics committee 
(201710050RINA, 201904116RINC). Informed consent 
from individual patients was waived because of the retrospective  
design. Figure 1 summarizes the construction of data sets  
(details in Appendix E1 [online]). An end-to-end workflow was 
implemented to analyze the CT images without manual annota-
tion or processing (Fig 2) and consisted of image preprocessing; 
a segmentation CNN to segment the pancreas, including the 
tumor (if present); and an ensemble of five classification CNNs 
to determine whether the pancreas harbored PC. Computer 
codes are available online (https://github.com/medalab-dladpcfncp/
end_to_end_workflow).

Local Data Set
Contrast-enhanced portal venous phase CT studies in 546  
patients with PC diagnosed between January 2006 and July 2018 
were extracted from the imaging archive of a tertiary referral cen-
ter for further manual labeling and analysis using convenience 
sampling. Inclusion criteria were as follows: (a) age of at least 
18 years; (b) findings recorded in cancer registry; and (c) pan-
creatic adenocarcinoma confirmed at histology or cytology. If  
multiple studies were identified in a patient, then only the study  
immediately preceding the PC diagnosis was used.

Abbreviations
AUC = area under the receiver operating characteristic curve, CAD = 
computer-aided detection, CNN = convolutional neural network, DL = 
deep learning, LR = likelihood ratio, NHI = National Health Insurance, 
PC = pancreatic cancer

Summary
An automatic end-to-end deep learning–based detection tool could 
detect pancreatic cancer on CT scans in a nationwide real-world test 
data set with 91% accuracy, without requiring manual image labeling 
or preprocessing.

Key Results
 ■ A deep learning tool for pancreatic cancer detection that was 

developed using contrast-enhanced CT scans obtained in 546 
patients with pancreatic cancer and in 733 healthy control subjects 
achieved 89.9% sensitivity and 95.9% specificity in the internal 
test set (109 patients, 147 control subjects), which was similar to 
the sensitivity of radiologists (96.1%; P = .11).

 ■ In a validation set comprising 1473 individual CT studies  
(669 patients, 804 control subjects) from institutions throughout 
Taiwan, the deep learning tool achieved 89.7% sensitivity and 
92.8% specificity in distinguishing pancreatic cancer, with 74.7% 
sensitivity for pancreatic cancers smaller than 2 cm.
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Visual Assessment of Tumor Location Identified by the 
Segmentation Model
Consensus review by two experienced abdominal radiolo-
gists (P.T.C., K.L.L.) was conducted to assess whether the 
segmentation model correctly predicted the location of the 

tumor in the CT study classified as PC by the ensemble clas-
sifier. To explore whether the secondary signs of PC might 
have contributed to classification, the dilated pancreatic 
duct was masked by randomly selected neighboring pixels 
of the pancreas parenchyma.

Figure 1: Data sets for the (A) segmentation model and (B) local and nationwide data sets for classification models.



Chen and Wu et al

Radiology: Volume 306: Number 1—January 2023 ■ radiology.rsna.org 175

Statistical Analyses
The performance of the segmentation CNN was evaluated with 
Dice score per patient. The performance of each classification 
CNN and the ensemble classifier was assessed in various test sets 
to ascertain the respective sensitivity, specificity, and accuracy and 
the exact 95% CI for each. The sensitivity of the CAD tool was 
further assessed with stratification by tumor size and stage and was 
compared with sensitivity of radiologist interpretation as assessed 
in the original radiology report (details in Appendix E1 [online]). 
The receiver operating characteristic curves of each classification 
CNN and the ensemble classifier were constructed by plotting 
sensitivity against 1-specificity, as the threshold varied from 0 to 1. 
The area under the receiver operating characteristic curve (AUC) 

and its asymptotic 95% CI were calculated to evaluate the per-
formance of the classifiers. LR was calculated as the ratio between 
the probability of the specific test result in individuals with the 
disease and the probability of the specific test result in those with-
out the disease (14). The Fisher exact test and the Mann-Whitney 
U test were used to compare categorical and continuous variables 
between groups, respectively. The exact McNemar test was used 
to compare sensitivity for PC between the CAD tool and radiolo-
gist interpretation for CT studies in which radiologist reports were 
available (15). Trend analysis for proportions (ie, P trend) were 
implemented in STATA 17 (Stata, College Station, Tex) (16). 
Statistical analysis was conducted (T.W., D.C.), and P < .05 was 
considered to indicate a significant difference.

Figure 2: Workflow of the deep learning–based computer-aided detection tool. The segmentation masks passed from the segmentation convolutional 
neural network (CNN) to the classification CNNs included the pancreas and tumor (if present) combined, without separate delineation or identification  
between the pancreas and tumor. Solid arrows indicate output of the computer-aided detection tool.

Table 1: Characteristics of Pancreatic Cancer and Control Groups in Local Data Sets

Variable
Training and Validation Set Test Set All

PC Group Control Group PC Group Control Group PC Group Control Group
No. of individuals 437 536 109 147 546 683
Age (y) 65 ± 12 54 ± 16 64 ± 12 55 ± 16 65 ± 12 54 ± 16
Sex
 Female 201 (46) 235 (44) 48 (44) 74 (50) 249 (46) 309 (49)
 Male 236 (54) 301 (56) 61 (56) 73 (50) 297 (54) 374 (51)
Stage
 I 23 (5) NA 4 (4) NA 27 (5) NA
 II 175 (400) NA 46 (42) NA 221 (40) NA
 III 66 (15) NA 13 (12) NA 79 (14) NA
 IV 173 (40) NA 46 (42) NA 219 (40) NA
Tumor size (cm) 2.9 (2.1–4.4) NA 2.6 (2.1–3.9) NA 2.9 (2.1–4.3) NA

Note.—Continuous variables are presented as either means ± SDs or as medians with IQRs in parentheses. Categorical variables are 
presented as number of individuals, with the percentage in parentheses. Stage and tumor size are only available in patients with pancreatic 
cancer. NA = not applicable.
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Results

Data Set Characteristics
In the local data set, the mean age of patients with PC  
(54% male, 46% female) was 65 years, and the mean age of 
control subjects (51% male, 49% female) was 54 years (Table 
1). The median age of patients with PC in Taiwan was 67 years 
in male patients and 69 years in female patients, with a slight 
male predominance (54%) (17). There were 106 healthy do-
nors in the local training and validation set and 22 in the local 
test set. The nationwide test set included 210 healthy donors, 
72 from the NHI and 138 from the tertiary referral center. In 
the local test set, the segmentation model yielded median Dice 
scores of 0.70 (IQR, 0.63–0.75) and 0.54 (IQR, 0.28–0.73) in 
segmenting the pancreas and the tumor, respectively, and 0.76 
(IQR, 0.71–0.80) for the pancreas and tumor combined. The 
performance of the segmentation model could not be assessed 
in the NHI data set because segmentation of the pancreas and 
tumor by radiologists as the ground truth was not feasible due 
to NHI regulations.

Differentiation between PC and Control Groups and 
Associated Positive Likelihood Ratios
Figure 3A–3C shows ROC curves of classification CNNs 
in the training and validation set, local test set, and nation-
wide test set, respectively. The AUCs of the five classification 
CNNs ranged from 0.95 to 0.97 in the local test set and from 

0.94 to 0.95 in the nationwide test set. The final classification 
(with PC vs without PC) was determined as 4 in the training 
phase because the corresponding positive LR began to exceed 
1 at this threshold in the validation set (Table 2). In the local 
test set of 256 individuals, the ensemble classifier achieved 
89.9% sensitivity (98 of 109; 95% CI: 82.7, 94.9), 95.9% 
specificity (141 of 147; 95% CI: 91.3, 98.5), and 93.4% ac-
curacy (239 of 256; 95% CI: 89.6, 96.1) (AUC, 0.96; 95% 
CI: 0.94, 0.99) in distinguishing CT images in the PC group 
from those in the control group (Table 3, Fig 3B). In the 
nationwide test set of 1473 individuals, the ensemble classi-
fier achieved 89.7% sensitivity (600 of 669, 95% CI: 87.1, 
91.9), 92.8% specificity (746 of 804, 95% CI: 90.8, 94.5), 
and 91.4% accuracy (1346 of 1473; 95% CI: 89.8, 92.8) 
(AUC, 0.95; 95% CI: 0.94, 0.96] (Table 3, Fig 3C). There is 
no statistical difference (P = .20) between specificity in the 72 
control patients in the NHI database (97.2%; 95% CI: 90.3, 
99.7) and specificity in the 732 control patients in the local 
data set (92.3%; 95% CI: 90.2, 94.2).

In both the local test set and the nationwide test set, the num-
ber of classification CNNs predicting PC was positively associ-
ated with the positive LR (Ptrend = .04 and Ptrend = .03, respec-
tively) (Table 2). The positive LRs for prediction as PC by four 
and five CNNs were 2.22 (95% CI: 1.46, 3.37) and 25.01 (95% 
CI: 17.10, 36.56), respectively, in the nationwide test set and 
8.09 (95% CI: 1.85, 35.42) and 29.0 (95% CI: 10.98, 76.60), 
respectively, in the local test set.

Figure 3: Receiver operating characteristic curves of the classification models 
in the (A) training and validation set, (B) local test set, and (C) nationwide test set. 
CNN = convolutional neural network (Fig 3 continues).
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Figure 3 (continued): Representative CT scans (left column) with tumor at the pancreas (D) head, (E) body, and (F) tail show correspondence in tumor location  
between manual segmentation by radiologists (middle column) and predictions by the segmentation model (right column). Blue outline indicates the pancreas; yellow  
outline indicates tumor.

Table 2: Positive Likelihood Ratio according to Number of Classification Convolutional Neural Networks Predicting as Having 
Pancreatic Cancer

No. of 
CNNs

Local Training and Validation set Local Test Set
Nationwide Test Set–National  

Health Insurance Data set

PC  
Group

Control 
Group Positive LR

PC 
Group

Control 
Group Positive LR

PC 
Group

Control 
Group Positive LR

5 409 0 Infinity 86 4 29.00 (10.98, 76.60) 541 26 25.01 (17.10, 36.56)
4 19 6 4.25 (1.71, 10.54) 12 2 8.09 (1.85, 35.42) 59 32 2.22 (1.46, 3.37)
3 9 13 0.93 (0.40, 2.15) 4 9 0.60 (0.19, 1.90) 24 48 0.60 (0.37, 0.97)
2 0 14 0 2 13 0.21 (0.05, 0.90) 13 82 0.19 (0.11, 0.34)
1 0 75 0 4 24 0.22 (0.08, 0.63) 18 132 0.16 (0.10, 0.27)
0 0 478 0 1 95 0.01 (0.00, 0.10) 14 484 0.03 (0.02, 0.06)

Note.—The threshold of the number of positive-predictive convolutional neural networks (CNNs) for predicting pancreatic cancer by the 
ensemble classifier was 4 based on the finding that positive likelihood ratio (LR) exceeded 1 in the local validation set at this threshold. 
Data in parentheses are 95% CIs. PC = pancreatic cancer.
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Comparison between Model Segmentation and Radiologist 
Interpretation with Respect to Tumor Location
In the local test set, 98 PC cases were correctly classified by  
the ensemble classifier, and the segmentation model-predicted 
tumor location was correct in 86 (87.8%) (Fig 3D–3F) and 
immediately adjacent to the radiologist-determined tumor in 
three (3.1%). In the remaining nine (9.2%) PC cases with a 
median tumor size of 2.3 cm, the location of the segmenta-
tion model-predicted tumor was inaccurate. In the nine pa-
tients with PC in which segmentation CNN-predicted tumor 
location was inaccurate, the segmentation model-predicted 
pancreas encompassed the tumor in six patients and included 
approximately half of the tumor in one patient. In the re-
maining two cases, the segmentation CNN classified the tu-
mor as neither pancreas nor tumor but correctly segmented 
the nontumorous portion of the pancreas, which displayed 
secondary signs of PC (18), including upstream dilation of 
the pancreatic duct with abrupt duct cutoff in one case and 
upstream dilation of the pancreatic duct with parenchymal 
atrophy in the other (Fig 4A, 4B). To understand whether 
the secondary signs of PC in those two patients might 
have contributed to their classification as PC, we repeated  
the analysis after masking the dilated duct in the former PC 
case (Fig 4A), and the case was classified as noncancerous by 
the ensemble classifier (Fig 5). In the other case (Fig 4B), 
masking of secondary signs was not feasible due to lack of 
normal-appearing pancreas parenchyma. Among the six con-
trol patients in whom PC was incorrectly predicted by the 
ensemble classifier in the local test set, no apparent tumor 

was identified by the segmentation CNN in four cases. In the 
remaining two control patients, collateral veins secondary to 
idiopathic portal vein thrombosis were segmented as tumor 
in one patient by the segmentation CNN (Fig 4C); in the 
other, the pancreas parenchyma beside a biliary stent for pal-
liation of obstructive jaundice from hepatocellular carcinoma 
was segmented as tumor (Fig 4D).

Sensitivity according to Tumor Size and Stage and 
Comparison with Radiologist Interpretation
In the local test set excluding seven patients without formal  
radiologist reports, there was no significant difference between  
the sensitivity of the CAD tool and that of the original  
radiologist report (CAD tool, 90.2%; radiologist report, 96.1%;  
P = .11) (Table 3). Four PCs were missed by radiologists, of 
which two (1.3 and 3.3 cm in size) were correctly classified by 
the ensemble classifier. Stratified analysis according to primary 
tumor size and stage also showed similar sensitivity between 
the CAD tool and attending radiologists (Table 4). For tumors 
smaller than 2 cm, the sensitivities for detecting PC with the 
CAD were 87.5% (21 of 24, 95% CI: 67.6, 97.3) in the local 
test set and 74.7% (68 of 91, 95% CI: 64.5, 83.3) in the na-
tionwide test set. Radiologist reports and information on cancer 
stage were not available in the NHI data set. Comparison be-
tween the CAD tool and radiologists with respect to specificity 
was not feasible, given that control patients were selected based 
on the statement of a normal or unremarkable pancreas in the  
radiologist report, because otherwise it was inappropriate to  
exclude the possibility of PC.

Table 3: Performance of Computer-aided Detection Tool and Radiologists Based on the Original Report in Differentiating 
Between CT Studies with and Those without Pancreatic Cancer

Test Set Sensitivity (%) Specificity (%) Accuracy (%) AUC

CAD vs Radiologist

Sensitivity  
of CAD (%)

Sensitivity of 
Radiologist (%) Difference P Value

Local training and 
validation set 
(cancer group:  
437 patients;  
control group:  
586 patients)

97.9  
(96.1, 99.1) 
[428/437]

99.0  
(97.8, 99.6) 
[580/586]

98.5  
(97.6, 99.2) 
[1008/1023]

1.00  
(1.00, 1.00)

97.8  
(95.9, 99.0) 
[406/415]*

96.1  
(93.8, 97.8) 
[399/415]*

0.017  
(−0.006, 0.040)

.17

Local test set  
(cancer group:  
109 patients; 
control group:  
147 patients)

89.9  
(82.7, 94.9) 
[98/109]

95.9  
(91.3, 98.5) 
[141/147]

93.4  
(89.6, 96.1 
[239/256]

0.96  
(0.94, 0.99)

90.2  
(82.7, 96.2) 
[92/102]†

96.1  
(90.3, 98.9) 
[98/102]†

−0.059  
(−0.128, 0.010)

.11

Nationwide test set 
(cancer group:  
669 patients; 
control group:  
804 patients)

89.7  
(87.1, 91.9) 
[600/669]

92.8  
(90.8, 94.5) 
[746/804]

91.4  
(89.8, 92.8) 
[1346/1473]

0.95  
(0.94, 0.96)

… … … …

Note.—The ensemble classifier deemed CT findings positive if four or more of the five classification CNNs deemed it positive. Data in 
parentheses are 95% CIs. Data in brackets are numerators and denominators used to calculate percentages. AUC = area under the receiver 
operating characteristic curve, CAD = computer-aided detection.
* Excluding 22 patients without radiologist report.
† Excluding seven patients without radiologist report.
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comparable to the best-performing pancreas segmentation DL 
models reported (25–27). Second, we adopted three-dimen-
sional volumetric analyses in segmentation and classification, 
whereas the previous study used two-dimensional analyses, 

Figure 4: False-negative (A, B) and false-positive (C, D) tumor segmentation by the segmentation model. Blue and  
yellow outlines indicate normal pancreas and tumor segmented with the segmentation model, respectively. Images in the  
left column are original unannotated CT scans. (A, B) Tumors (red outline) were not segmented by the segmentation  
convolutional neural network. The upstream pancreas shows secondary signs of pancreatic cancer, including dilation of  
the pancreatic duct with abrupt cutoff (arrowhead in A) and parenchymal atrophy with dilation of the pancreatic duct  
(arrowhead in B). (C) Collateral veins secondary to idiopathic portal vein thrombosis were incorrectly segmented as tumor 
by the segmentation model. (D) Pancreatic parenchyma adjacent to biliary stents (arrowhead) placed for relieving  
obstructive jaundice from hepatocellular carcinoma was incorrectly segmented as tumor by the segmentation model.

Discussion
Enhancing the sensitivity of 
CT for small or early pancreatic 
cancer (PC) is a major unmet 
clinical need. This study devel-
oped and validated an end-to-
end deep learning (DL)–based 
computer-aided detection 
(CAD) tool to differentiate 
between CT studies with and 
those without PC without re-
quiring manual image labeling 
or preprocessing. In a test set 
retrospectively derived from 
prospectively collected real-
world images from institu-
tions throughout Taiwan, the 
tool achieved 89.7% sensitiv-
ity (74.7% for PCs <2 cm) and 
92.8% specificity, demonstrating 
high robustness and generaliz-
ability. No significant difference 
in sensitivity was noted between 
the CAD tool (90.2%) and  
attending radiologists (96.1%) 
in a tertiary academic institution 
with a large volume of patients 
with PC (P = .11); therefore,  
the CAD tool might have 
higher sensitivity compared with  
radiologists who are less experi-
enced with PC.

Generalizability to new 
data sets is a prerequisite for 
clinical applications, but the 
performance of CNNs often 
deteriorates significantly in 
external validation (19–22), 
and few studies of medical im-
age analysis by artificial in-
telligence undergo external  
validation (23). A recent study 
also investigated end-to-end 
diagnosis of PC by DL and re-
ported an accuracy of 87.6% 
(24), but no external validation 
was attempted.

Our current study had sev-
eral methodologic advances 
compared with the previous 
study (5). To obviate the need 
for manually segmenting the 
pancreas, we trained a seg-
mentation CNN based on a coarse-to-fine neural architecture 
search, which is most suitable for pancreas segmentation (8,9). 
The segmentation CNN was trained with images from multi-
ple institutions and races or ethnicities and yielded Dice scores 
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losing information between neighboring CT sections and ig-
noring the spatial correlations among sections. Integrating the 
segmentation and classification CNNs enabled automatic anal-
ysis of a CT study in approximately 30 seconds, supporting the 
feasibility for clinical deployment.

This CAD tool could provide a multitude of information to 
assist clinicians. Besides determining whether the images showed 
PC, the tool could indicate the region of suspicion to expedite 
radiologist interpretation. In approximately 90% of PCs cor-
rectly classified by the CAD tool, the segmentation CNN cor-
rectly identified the tumor location. As the segmentation CNN 
might falsely segment normal pancreas parenchyma as tumor 
when encountering uncommon conditions or artifacts, the area 
determined as tumor by the segmentation CNN should be in-
terpreted as the probable location of the tumor only in cases 
classified as PC by the classification CNNs rather than being 
overinterpreted as another set of classification. Furthermore, 
the CAD tool could provide the positive LR, a measure of the 
confidence of the classification (PC vs non-PC), which could be 
multiplied with the pretest odds determined based on clinical 
parameters and experience to derive the posttest odds and proba-
bility of PC, thereby better informing the subsequent diagnostic-
therapeutic process than a simple binary classification.

The comparable sensitivity between the CAD tool and expe-
rienced radiologists at a tertiary referral center supports the idea 
that the CAD tool might be useful for reducing the miss rate 
attributed to disparities in expertise. The radiologists’ high sensi-
tivity for PCs smaller than 2 cm observed in this tertiary referral 
center might not be generalizable to other institutions. Previous 
research showed that approximately 40% of PCs smaller than 
2 cm were missed on CT scans (28), whereas our CAD tool 
achieved 87.5% and 74.7% sensitivity for PCs smaller than 2 
cm in the local and nationwide test sets, respectively.

The interesting finding that 
the classification CNNs cor-
rectly classified two cases of 
PC by analyzing only the non-
tumorous portion of the pan-
creas underscored the diagnos-
tic value of secondary signs of 
PC, including pancreatic duct 
dilatation, upstream pancre-
atic parenchymal atrophy, and 
abrupt cutoff of the pancreatic 
duct (18). Besides features in 
the tumor, secondary signs in 
the nontumorous portion of 
the pancreas are important 
clues to occult PCs and thus 
should be taken advantage of 
in developing CAD tools for 
PC. Our explorative analysis 
showed that the nontumorous 
portion of the pancreas with 
secondary signs of PC and the 
portion without such signs 
were classified as with PC and 

without PC, respectively. Our results suggest that the classifica-
tion CNNs might have learned the secondary signs of PC, in 
line with the notion that DL can spontaneously capture dis-
tinguishing imaging features through learning from examples 
(29,30).

This study had limitations. First, radiologist reports were 
unavailable in the NHI data set; thus, comparison between the 
CAD tool and radiologists was not feasible. Second, the differ-
ence in sensitivity between the CAD tool and radiologists at a 
tertiary referral center might not be generalizable to other insti-
tutions. Third, although the nationwide NHI data set included 
variations in imaging parameters and quality occurring in real 
clinical practice and thus represented a most rigorous test set, 
the Taiwanese population in the test set was predominantly 
Asian and relatively homogenous in race and ethnicity. Fourth, 
control subjects from the NHI database were healthy donors 
and were likely younger. However, no significant difference in 
specificity was noted between control subjects from the NHI 
and those from local databases; thus, this limitation should not 
have favorably biased the results. Last, the control group did 
not include patients with pancreatic abnormalities other than 
PC, many of which require tissue sampling for confirmatory 
diagnosis. We seek to include other pancreatic abnormalities 
and prospectively assess the potential usefulness of the CAD 
tool in clinical settings in a future study.

In conclusion, this study developed an end-to-end deep learn-
ing–based computer-aided detection (CAD) tool that could ac-
curately and robustly detect pancreatic cancers (PCs) on contrast-
enhanced CT scans. The CAD tool may be a useful supplement 
for radiologists to enhance detection of PC. Our results also sug-
gest that the classification convolutional neural networks might 
have learned the secondary signs of PC, which warrants further 
investigation. While the results of this study provide strong 

Figure 5: Analysis of nontumorous portion of pancreas 
with or without secondary signs of pancreatic cancer by 
classification models. Blue outline represents the portion of 
the pancreas analyzed with classification models. The tumor 
(red outline) was not identified by the segmentation model; 
thus, it was not analyzed by classification models. (A) Unan-
notated CT image in a patient with pancreatic head cancer. 
(B) Nontumorous portion of the pancreas shows secondary 
signs of pancreatic cancer (dilation of pancreatic duct with 
abrupt cutoff [arrowheads]) and was classified as cancerous 
by the classification models. (C) Nontumorous portion of the 
pancreas appeared normal and was classified as noncancer-
ous after the dilated duct was replaced and imputed with sur-
rounding normal-appearing pancreas parenchyma.
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support for the generalizability of the CAD tool in the Taiwanese 
and perhaps Asian populations, the performance of the CAD tool 
in other populations needs to be evaluated further.
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